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#### Abstract

The accurate solution of large deformation frictional contact problems using the finite element method is still a challenging task due to the strong nonlinearities involved. This paper presents a smoothing method applicable to 3D contact surfaces discretized with an arbitrary mesh topology. The quadratic Nagata patch interpolation is adopted to define the smooth surface. The resulting contact surface passes through all nodes of the mesh while providing a smooth description, with at least $G^{1}$ continuity at the nodes and quasi- $G^{1}$ continuity between the patches. Thus, the proposed method avoids the non-physical oscillations in the contact force, which are induced by the traditionally used faceted contact surfaces description, when slave nodes slide over several master segments. Moreover, it allows the accurate evaluation of kinematic variables, leading to important improvements in terms of convergence rate within the Newton-Raphson iteration loop. The developed global and local contact search algorithms, designed for contact surfaces described by Nagata patches, are described in detail. Three numerical examples were selected to illustrate the advantages of the proposed smoothing method, including a complex industrial example of sheet metal forming process. The results show the significant improvements attained with the proposed approach, in terms of efficiency, robustness and accuracy, when compared with the traditional faceted contact surfaces description.
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## 1. Introduction

Contact-impact problems involving friction are of crucial practical importance in many engineering applications, being its numerical simulation still one of the most challenging tasks in computational mechanics [1-7]. Some examples of application comprise various metal forming processes, post-buckling analysis, automobile crashworthiness, biomechanics, among others. Frictional contact problems are difficult to formulate and even more difficult to solve, since they present both geometric and material discontinuity at the contact interface. Hence, the main difficulty lies in dealing with the supplementary conditions for contact and friction, which are inherently non-linear (but also non-smooth), involving variational inequalities and constrained minimizations [3,4,8-12].

In the Finite Element Method (FEM) framework, the most popular approaches used to incorporate the contact constraints in the variational formulation of the initial minimization equilibrium problem are based on: (i) the penalty method [1,2,13]; (ii) the Lagrange multiplier method [14], and (iii) the augmented Lagrange method [ $3,8,12,15$ ]. The penalty method is the most widely used, due to its simplicity, clear physical meaning and easy numerical implementation. However, the contact

[^0]constraints are satisfied exactly only for an infinite value of the penalty parameter. On the other hand, the Lagrange multiplier method exactly enforces the non-penetration conditions. Nevertheless it requires additional variables to define the contact reaction forces, which may lead to significant increase of the computational time. A combination of the penalty and the Lagrangian multiplier techniques leads to the so called augmented Lagrangian methods, which takes advantages of both approaches, i.e. the constraints are satisfied exactly for finite values of the penalty parameter and the number of equations to be solved does not increase [16,17].

The strong nonlinearities involved in contact problems are associated with the above mentioned inequality constraints, the non-smooth behavior of the friction law, and the curved geometry of the contacting surfaces [18]. Regarding the last issue, the most widely used contact surface discretization scheme is the Node-to-Segment (NTS) approach, which enforces contact boundary conditions at the finite element nodes using the master-slave formulation [1,2,10,19]. In recent years the Segment-to-Segment (STS) approach associated with the mortar method has also been successfully applied to solve large deformation sliding contact problems [20-23]. Regardless of the approach adopted, the discretization of the contact surfaces is typically achieved using the exterior surface of solid elements, i.e. 2D finite element meshes. Since the faceted geometry represented by lower order elements is not smooth, the surface normal changes suddenly between adjacent facets. Thus, combining a NTS approach with the faceted surface description leads to non-physical jumps in the contact forces, when slave nodes slide over adjacent facet elements, due to the discontinuity of the surface normal field. Some strategies have been suggested to alleviate this problem, which are based on the use of the facets for the shape description while the normal vector field is defined by the interpolation of normal vectors at the nodes [24]. Nevertheless, the faceted description can cause serious numerical instabilities and errors in the predicted forces, as well as, loss of the quadratic convergence rate within a New-ton-Raphson scheme, particularly in large deformation finite element analysis involving important relative sliding over high curvature contact surfaces. In order to avoid the problems related with non-smooth contact surface discretization, various surface smoothing algorithms have been proposed in the context of NTS implementations [17,18,25-27]. Most of them use the coordinates of the master nodes to create a smooth curve/surface over the 1 D or 2 D linear finite element mesh, improving the accuracy of both the gap function and the surface normal vector evaluations. For the particular case of 2D contact problems, Spline and Hermite functions have typically been used to interpolate the mesh nodes in order to attaining at least $C^{1}$ continuity in the resulting smooth master surface [25,28-30]. Furthermore, the method proposed by Stadler et al. [27] allows attaining an arbitrary level of continuity in the surfaces by means of employing Non-Uniform Rational B-Spline (NURBS) in the smoothing procedure. However, the desired extension of such interpolation methods to 3D contact problems, involving surfaces with arbitrary mesh topology, cannot be achieved in a straightforward manner since they are usually restricted to structured quadrilateral meshes [12]. Therefore, only a few methods designed for unstructured meshes are available, such as the one proposed by Puso and Laursen [18] that uses Gregory patches, attaining $G^{1}$ continuity in the surface representation. Other approach described in [26] uses quartic triangular Bézier patches in the surface description, achieving quasi- $C^{1}$ continuity surfaces. The subdivision surfaces scheme suggested by Stadler and Holzapfel [31] should also be referenced as an adequate smoothing method for both quadrilateral and triangular unstructured meshes. However, all these methods require special treatment of the nodes where the mesh is unstructured. Furthermore, since the definition of the smoothed contact surfaces and the evaluation of its geometric quantities is typically more difficult, the computational time required to complete the numerical analysis can be higher with the smoothing method than its non-smoothed counterpart [18,26].

In the finite element analysis of sheet metal forming processes, the contact treatment between the sheet and the tools is a very importance issue $[24,32,33]$. Since the forming tools are usually considered as perfectly rigid, only their exterior surfaces are described in the numerical model. Thus, this is a particular case of the frictional contact problem, since contact is established between a deformable body (metal sheet) and the rigid tools. Hence, continuous analytical surface profiles and various parametric surface descriptions, usually adopted in Computer-Aided Design (CAD), have been used to describe smoothly the exterior tool surfaces, resulting in significant improvements in the solution accuracy when compared with the faceted description [12,32,34,35]. While the application of analytical functions is limited to describe simple geometries, the parameterizations commonly used in CAD are more flexible to describe any arbitrary geometry. Nevertheless, they are characterized by high order interpolation, which leads to high computational cost in the contact treatment [18,36]. Besides, most of the surface models generated by CAD systems are composed by trimmed NURBS patches, which often include many ambiguities such as gaps and overlaps. These geometrical defects restrict the direct application of CAD models in the numerical simulation, requiring a manual treatment of the model before its use in the simulation. This is the main reason why the faceted finite element mesh is still the contact surface description method widely used in FEM codes.

The purpose of this study is to develop a general 3D contact surface smoothing method, adopting the Nagata patch interpolation developed by Nagata [37] and recently improved in [38] to accurately describe 3D discretized curved surfaces. The main concept of the Nagata patch is a quadratic interpolation using only the position and surface normal vectors at the nodes of the mesh. Despite its low order interpolation, the original surface geometry is recovered with good accuracy and the resulting contact surface passes exactly through the nodes of the mesh. The principal advantage of the proposed smoothing method, over the existing ones, is its ability to deal easily with mixed meshes of arbitrary topology, i.e. unstructured surface meshes composed of both triangular and quadrilateral elements. In fact, these meshes are more suitable to deal with complex surface geometries, being the ones commonly adopted in the automatic mesh generation algorithms. Hence, typically the application of FEM in industrial sheet metal forming examples resorts to automatic mesh generation algorithms in the
description of the tool contact surfaces. The proposed smoothing method can be easily extended to smooth discretized deformable body surfaces since the interpolation adopted is simple and completely local [37].

The Nagata patch smoothing method was implemented in DD3IMP in-house finite element code, which has been specifically developed and optimized to simulate sheet metal forming processes [39,40]. The evolution of the deformation process is described by an updated Lagrangian scheme. An explicit approach is used to calculate an approximated first solution for the nodal displacements, the stress states and frictional contact forces in each time increment. Then, the $r_{\min }$ strategy $[41,42]$ is employed to restrict the increment size in order to improve the convergence rate of the iterative Newton-Raphson algorithm, used to correct the first trial solution until the equilibrium state is achieved [39]. The contact with friction is described by the Coulomb law and treated using the augmented Lagrangian approach proposed by Alart and Curnier [8], being the rigid tools originally modeled with Bézier patches. The main characteristic of DD3IMP code is the use of a fully implicit algorithm of Newton-Raphson type to solve, within a single iterative loop, the nonlinearities related with both the mechanical behavior and the contact with friction. The Direct Sparse Solver (DSS) from Intel ${ }^{\circledR}$ Math Kernel Library (Intel ${ }^{\circledR}$ MKL) is employed to solve the non-symmetric large sparse systems of linear equations that arise in this iterative procedure, being this library highly optimized for scientific and engineering applications that require maximum performance. Additionally, some high performance computing techniques have been incorporated to take advantage of multi-core processors, introducing OpenMP directives in the most time consuming branches of the main algorithm [43].

The paper is organized as follows. The formulation of the frictional contact problem is provided in Section 2, being the enforcement of the contact constraints achieved using an augmented Lagrangian approach. In Section 3 the NTS discretization approach is combined with the Nagata patch interpolation method, in order to accomplish the contact treatment between the deformable body and the rigid surfaces in the numerical analysis of frictional contact problems. Special attention is devoted to the algorithm used to accurately describe curved contact surfaces with Nagata patches, based on the linear finite element mesh. Furthermore, the global and local contact search algorithms developed to deal with the particular features of the Nagata patches are discussed. Section 4 presents three numerical examples with distinct levels of complexity, which are used to highlight the advantages of the proposed surface smoothing method. Finally, the principal conclusions of this study are presented in Section 5.

## 2. Frictional contact problem

This section is devoted to the formulation of the frictional contact problem in the continuum setting, following the rigorous treatment adopted for the problem of contact between deformable bodies presented in [4,12,16]. The formulation involves two fundamental conditions on the common interface between the bodies: the principle of impenetrability and the friction law. These conditions are mathematical described through the normal and frictional contact constraints, which are imposed on the contacting body surfaces.

The 3D frictional contact problem involving the motion of two bodies with large deformation and large sliding is shown in Fig. 1. The pair of deformable bodies $\mathrm{B}^{(\alpha)},(\alpha=1,2)$ in the reference configuration (at time $\left.t=0\right)$ is represented by the open sets $\Omega_{0}^{(\alpha)} \subset \mathfrak{R}^{3}$, while in the deformed configurations ( $t \in \mathfrak{I}$ being $\mathfrak{J}$ the time interval of the loading process) is denoted by $\Omega^{(\alpha)} \subset \mathfrak{R}^{3}$. The deformation mappings of the bodies at instant $t$ are denoted by the differentiable and invertible function $\varphi_{t}^{(1)}$ and $\boldsymbol{\varphi}_{t}^{(2)}$, for the bodies $\mathrm{B}^{(1)}$ and $\mathrm{B}^{(2)}$, respectively. For each body, the closure of the open set $\Omega_{0}^{(\alpha)}$ is denoted as $\bar{\Omega}_{0}^{(\alpha)}$, being the union of the open set with its boundary $\partial \Omega_{0}^{(\alpha)}=\Gamma^{(\alpha)}$. The boundary surface $\Gamma^{(\alpha)}$ of each body $\mathrm{B}^{(\alpha)}$ is divided into three non-overlapping parts: $\Gamma_{u}^{(\alpha)}$ is the region where the displacements are prescribed; $\Gamma_{\sigma}^{(\alpha)}$ is the region where the tractions are prescribed; and $\Gamma_{c}^{(\alpha)}$ is the region where contact constraints will be defined due to the potential frictional contact between the bodies (cf. Fig. 1). The spatial counterparts of the three disjoint parts are obtained with the corresponding mapping functions, being denoted by $\gamma_{u}^{(\alpha)}, \gamma_{\sigma}^{(\alpha)}$ and $\gamma_{c}^{(\alpha)}$, respectively. Moreover, the partition in three surface sets must satisfy the following conditions:


Fig. 1. Notation used in the definition of the contact problem between two deformable bodies involving large deformations.

$$
\begin{equation*}
\Gamma_{u}^{(\alpha)} \cup \Gamma_{\sigma}^{(\alpha)} \cup \Gamma_{c}^{(\alpha)}=\Gamma^{(\alpha)}=\partial \Omega^{(\alpha)} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{u}^{(\alpha)} \cap \Gamma_{\sigma}^{(\alpha)}=\Gamma_{\sigma}^{(\alpha)} \cap \Gamma_{c}^{(\alpha)}=\Gamma_{u}^{(\alpha)} \cap \Gamma_{c}^{(\alpha)}=\varnothing \tag{2}
\end{equation*}
$$

The spatial coordinates of a generic material point in the reference configuration are denoted by $\mathbf{X}^{(\alpha)}$, while the position vector of its counterpart in the deformed configuration at time $t$ is represented by $\mathbf{x}^{(\alpha)}=\boldsymbol{\varphi}_{t}^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)$, as shown in Fig. 1. Therefore, the position vector of all material points of the body $\mathrm{B}^{(\alpha)}$ in the current configuration can be defined as $\mathbf{x}^{(\alpha)}=\mathbf{X}^{(\alpha)}+\mathbf{u}^{(\alpha)}$, where $\mathbf{u}^{(\alpha)}$ is the displacement field associated with a given point at the instant $t \in \mathfrak{I}$.

Assuming quasi-static response (no inertia terms) within large deformation framework, the strong form of the linear momentum balance and the prescribed boundary conditions for each body $\mathrm{B}^{(\alpha)}$, with respect to the reference configuration, are governed by the following equations:

$$
\begin{cases}\text { Div } \mathbf{P}^{(\alpha)}+\mathbf{f}^{(\alpha)}=\mathbf{0} & \text { in } \Omega_{0}^{(\alpha)},  \tag{3}\\ \mathbf{P}^{(\alpha)} \mathbf{N}^{(\alpha)}=\overline{\mathbf{t}}^{(\alpha)} & \text { on } \Gamma_{\sigma}^{(\alpha)}, \\ \mathbf{u}^{(\alpha)}=\overline{\mathbf{u}}^{(\alpha)} & \text { on } \Gamma_{u}^{(\alpha)},\end{cases}
$$

where $\mathbf{P}^{(\alpha)}$ is the first Piola-Kirchhoff stress tensor, $\mathbf{f}^{(\alpha)}: \Omega_{0}^{(\alpha)} \times \mathfrak{J} \rightarrow \mathfrak{R}^{3}$ denote the prescribed volume forces applied on the reference configuration and $\mathbf{N}^{(\alpha)}$ is the outward unit normal vector of the boundary $\Gamma^{(\alpha)}$ in the reference configuration. The prescribed tractions and displacements on the body boundary are denoted by $\overline{\mathbf{t}}^{(\alpha)}: \Gamma_{\sigma}^{(\alpha)} \times \mathfrak{I} \rightarrow \mathfrak{R}^{3}$ and $\overline{\mathbf{u}}^{(\alpha)}: \Gamma_{u}^{(\alpha)} \times \mathfrak{J} \rightarrow \mathfrak{R}^{3}$, respectively.

### 2.1. Normal and frictional contact conditions

In the subsequent analysis the bodies $\mathrm{B}^{(1)}$ and $\mathrm{B}^{(2)}$ are referred as the slave and master body, respectively. Thus, the contact surface $\Gamma_{c}^{(1)}$ is chosen as the slave surface and the surface $\Gamma_{c}^{(2)}$ is chosen as the master one. In order to take into account the mechanical interactions between the bodies, each material point $\mathbf{x}^{(1)}$ of the slave surface requires the identification of its counterpart point on the master surface $\gamma_{c}^{(2)}$. This correspondence is defined by means of the closest point projection of $\mathbf{x}^{(1)}$ on the surface $\gamma_{c}^{(2)}$, carried out in the current configuration, for each instant $t \in \mathfrak{J}$. Assuming that the solution achieved with the projection method is unique (master surface at least locally convex), the position vector of the point on the master surface that minimizes the distance to the point $\mathbf{x}^{(1)}$ is obtained through the normal distance function $d_{+}^{\mathrm{n}}$ (always positive), defined as:

$$
\begin{equation*}
d_{+}^{\mathrm{n}}\left(\mathbf{x}^{(1)}\right)=\arg \min _{\mathbf{x}^{(2)} \in \gamma_{c}^{(2)}}\left|\mathbf{x}^{(1)}-\mathbf{x}^{(2)}\left(\xi^{1}, \xi^{2}\right)\right| \tag{4}
\end{equation*}
$$

where $\xi=\left(\xi^{1}, \xi^{2}\right)$ are the convective coordinates resulting from the parameterization of the master surface. The minimal distance problem presented in Eq. (4) corresponds to the orthogonal projection of the slave point $\mathbf{x}^{(1)}$ onto the master surface $\gamma_{c}^{(2)}$, as shown in Fig. 2. The resulting projection point and other quantities evaluated at the solution point are denoted by a bar over the quantity, such that the position vector is denoted by $\overline{\mathbf{x}}^{(2)}=\mathbf{x}^{(2)}\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right)$. Hence, the signed normal distance function (also called gap function) can be expressed as the signed distance between the points $\mathbf{x}^{(1)}$ and $\overline{\mathbf{x}}^{(2)}$, measured in the normal direction to the master surface, given by:

$$
\begin{equation*}
d^{\mathrm{n}}\left(\mathbf{x}^{(1)}\right)=\left(\mathbf{x}^{(1)}-\overline{\mathbf{x}}^{(2)}\right) \cdot \overline{\mathbf{n}}^{(2)} \tag{5}
\end{equation*}
$$

with $\overline{\mathbf{n}}^{(2)}$ denoting the outward unit normal to the master surface $\gamma_{c}^{(2)}$, at material point $\overline{\mathbf{x}}^{(2)}$. Applying this definition, the signed normal distance $d^{\mathrm{n}}$ is positive if the contact is open and negative when penetration of the bodies takes place $[7,8]$.


Fig. 2. Definition of the orthogonal projection of the slave point $\mathbf{x}^{(1)}$ onto the master surface and the normal distance function $d_{+}^{n}$.

The second kinematic variable to be defined is the tangential slip velocity $\dot{\boldsymbol{\delta}}^{\mathrm{t}}$, which is related to the time evolution of the solution point $\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right)$ defined by the minimal distance problem. Assuming the starting condition $\dot{d}^{n}=0$ [44,45], the tangential slip velocity, which is the difference between the velocities of contacting points $\mathbf{x}^{(1)}$ and $\overline{\mathbf{x}}^{(2)}$ (slip rate of $\mathbf{x}^{(1)}$ relative to the adjacent surface $\gamma_{c}^{(2)}$ ), is given as follows:

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}^{\mathrm{t}}=\dot{\mathbf{x}}^{(1)}-\dot{\mathbf{x}}^{(2)}=\dot{\bar{\xi}}^{\beta} \overline{\boldsymbol{\tau}}_{\beta}, \tag{6}
\end{equation*}
$$

where $\tau_{\beta}$ denotes the covariant basis vectors on the parameterized master surface (physically defines tangent vectors), which are indicated in Fig. 2 for the particular solution point $\overline{\mathbf{x}}^{(2)}$.

Since the contact formulation considers that all geometric quantities are evaluated on the master surface, the contact traction developed on the master surface is denoted by $\mathbf{t}_{c}:=\mathbf{t}_{\mathrm{c}}^{(2)}=-\mathbf{t}_{\mathrm{c}}^{(1)}$, which can be decomposed into a normal and tangential components:

$$
\begin{equation*}
\mathbf{t}_{\mathrm{c}}=\mathbf{t}_{\mathrm{c}}^{\mathrm{n}}+\mathbf{t}_{\mathrm{c}}^{\mathrm{t}}=t_{\mathrm{c}}^{\mathrm{n}} \mathbf{n}+t_{\mathrm{c}_{\alpha}}^{\mathrm{t}} \boldsymbol{\tau}_{\alpha}, \tag{7}
\end{equation*}
$$

where $\mathbf{n}:=\overline{\mathbf{n}}^{(2)}$ stands for the current unit normal vector of the master surface $\gamma_{c}^{(2)}$ in $\overline{\mathbf{x}}^{(2)}$. The amplitude of the normal component of the contact traction denoted by $t_{\mathrm{c}}^{\mathrm{n}}=\mathbf{t}_{\mathrm{c}} \cdot \mathbf{n}$ is exerted in the surface normal direction, while the tangential component $\mathbf{t}_{\mathrm{c}}^{\mathrm{t}}$ acts in the plane tangent to the contact surface at the material point $\mathbf{x}^{(1)}$, as schematically presented in Fig. 3.

The normal contact constraint, expressed by the unilateral contact law, postulates the non-penetration constraint condition between the bodies. Typically the unilateral contact law is formulated with the aid of the following three relationships, known as the Karush-Kuhn-Tucker conditions [46]:

$$
\begin{align*}
& d^{\mathrm{n}} \geqslant 0 \\
& t_{\mathrm{c}}^{\mathrm{n}} \leqslant 0  \tag{8}\\
& t_{\mathrm{c}}^{\mathrm{n}} d^{\mathrm{n}}=0
\end{align*}
$$

where the first condition states that no penetration may occur between the bodies and the second one imposes that contact normal traction is compressive. The third condition expresses a mechanical complementarity condition, imposing that $d^{\mathrm{n}}$ and $t_{\mathrm{c}}^{\mathrm{n}}$ cannot be simultaneously non-null. These three conditions characterize the relationship between the contact variables $d^{\mathrm{n}}$ and $t_{\mathrm{c}}^{\mathrm{n}}$, which is graphically represented in Fig. 4(a), where the contact conditions are distinguished: gap and contact.

The classical Coulomb friction law is one of the most widely used [1,3,8], being also adopted in this work. The tangential contact constraint dictated by the friction law is defined in terms of the tangential slip velocity $\dot{\boldsymbol{\delta}}^{t}$ and the tangential component of contact traction $\mathbf{t}_{c}^{\mathrm{t}}$ (frictional force), with the normal component $t_{c}^{\mathrm{n}}$ as a parameter [12]. Hence, the constraints imposed to the frictional force, both in terms of amplitude and direction, are formulated through the following three conditions:


Fig. 3. Decomposition of the contact force $\mathbf{t}_{\mathrm{c}}$ into normal and tangential components.


Fig. 4. Relationships between kinematic and static variables dictated by the contact constraints: (a) unilateral contact law; (b) Coulomb friction law.

$$
\begin{align*}
& \dot{\boldsymbol{\delta}}^{\mathrm{t}}-\zeta \frac{\mathbf{t}_{\mathrm{c}}^{\mathrm{t}}}{\left|\mathbf{t}_{\mathrm{c}}^{\mathrm{t}}\right|}=\mathbf{0} \quad \text { with } \zeta \geqslant 0 \\
& \phi:=\left|\mathbf{t}_{\mathrm{c}}^{\mathrm{t}}\right|+\mu t_{\mathrm{c}}^{\mathrm{n}} \leqslant 0  \tag{9}\\
& \phi \zeta
\end{align*}
$$

where $\mu$ is the friction coefficient and $\zeta$ is the slip factor, being these conditions usually denominated as slip rule, friction law and complementary condition, respectively. The slip rule dictates that the frictional force acting on the master body $\mathbf{t}_{\mathrm{c}}^{\mathrm{t}}$ arises in the same direction than the tangential slip velocity $\dot{\delta}^{t}$ of the slave point $\mathbf{x}^{(1)}$, as presented in Fig. 3. The condition presented in Eq. $(11)_{2}$ represents the Coulomb friction law, which establishes the maximum magnitude for the frictional force [44]. The complementary condition shown in Eq. (11) $)_{3}$ imposes that when the frictional force is less than the Coulomb limit $(\phi<0)$, the tangential slip velocity must be zero, which corresponds to $\zeta=0$. This is called the stick contact state since no sliding occurs between the bodies. When the friction force attains the Coulomb limit ( $\phi=0$ ), the sliding between the bodies is allowed $\zeta>0$ and therefore it is called slip contact state. Fig. 4(b) presents the Coulomb friction law with the distinction between the contact statuses: stick and slip.

### 2.2. Augmented Lagrangian method

In most of engineering applications it is acceptable to consider that the contact occurs between a deformable body and curved rigid surfaces. In the following, the attention is restricted to the frictional contact problem between a deformable body and a smooth rigid obstacle. Consequently, all numerical calculations are restricted to only one body, being the surface of the second one used to impose the frictional contact constraints.

An extension of the augmented Lagrangian approach proposed in [8,34] is used in this study for treating the contact and friction inequality constraints. This method involves a mixed formulation where the kinematic and contact static variables are the final unknowns of the problem. The contact constraints are transferred from the primal variables $\mathbf{v}$ to the dual variables $\lambda^{\mathrm{n}}$ and $\lambda^{\mathrm{t}}$, which can be physically identified as the normal and tangential components of the contact traction, respectively. The generalized Newton method is employed to solve the resulting mixed system of non-linear and partially non-differentiable equations [6,8,39,47]. Following Alart and Curnier [8], the quasi-augmented Lagrangian function is defined as follows:

$$
\begin{equation*}
L(\mathbf{v}, \boldsymbol{\lambda})=\boldsymbol{\Phi}(\mathbf{v})+d^{\mathrm{n}} \lambda^{\mathrm{n}}+\boldsymbol{\delta}^{\mathrm{t}} \cdot \lambda^{\mathrm{t}}+\frac{r}{2}\left|d^{\mathrm{n}}\right|^{2}-\frac{1}{2 r} \operatorname{dist}^{2}\left(\lambda^{\mathrm{n}}+r d^{\mathrm{n}}, \mathfrak{R}^{-}\right)+\frac{r}{2}\left|\boldsymbol{\delta}^{\mathrm{t}}\right|^{2}-\frac{1}{2 r} \operatorname{dist}^{2}\left(\lambda^{\mathrm{t}}+r \boldsymbol{\delta}^{\mathrm{t}}, C^{\mathrm{aug}}\right) \tag{10}
\end{equation*}
$$

where $\boldsymbol{\Phi}$ is the differentiable strain energy potential that characterizes the material response of the body under analysis and $r$ is a positive penalty parameter. The operator $\operatorname{dist}(x, C)$ denotes the distance from $x$ to $C$, being the augmented convex disk defined as $C^{\text {aug }}\left(t_{\mathrm{c}}^{\mathrm{n}}+r d^{\mathrm{n}}\right)=C\left(\operatorname{proj}_{\mathfrak{R}^{-}}\left(t_{\mathrm{c}}^{\mathrm{n}}+r d^{\mathrm{n}}\right)\right)$, with $\operatorname{proj}_{\mathfrak{R}^{-}}(x)$ denoting the projection of $x$ on $\mathfrak{R}^{-}$. In quasi-static analysis, the slip rate $\dot{\boldsymbol{\delta}}^{t}$ can be approximated by the slip displacement increment $\boldsymbol{\delta}^{t}=\Delta t \dot{\boldsymbol{\delta}}^{\mathrm{t}}$. Since the augmented Lagrangian function $L(\mathbf{v}, \boldsymbol{\lambda})$ is $C^{1}$-differentiable with respect to $\mathbf{v}$ and $\lambda$, the saddle-point $\left(\mathbf{u}, \mathbf{t}_{c}\right)$ corresponds to the solution of the original constrained optimization problem $[8,12,48]$. Hence, the equilibrium of the deformable body in frictional contact with a rigid obstacle is governed by the following non-linear system of equations:

$$
\left\{\begin{array}{l}
\mathbf{F}^{\text {int }}(\mathbf{u})-\mathbf{F}^{\mathrm{ext}}+\mathbf{F}^{\mathrm{c}}\left(\mathbf{u}, \mathbf{t}_{\mathrm{c}}\right)=\mathbf{0}  \tag{11}\\
-\frac{1}{r}\left(\mathbf{t}_{\mathrm{c}}-\mathbf{F}^{\mathrm{c}}\left(\mathbf{u}, \mathbf{t}_{\mathrm{c}}\right)\right)=\mathbf{0}
\end{array}\right.
$$

where $\mathbf{F}^{\text {int }}$ is the internal force vector and $\mathbf{F}^{\text {ext }}$ the external one, which is assumed to be independent of the displacement field $\mathbf{u}$. The continuous frictional contact operator $\mathbf{F}^{c}(\mathbf{u}, \lambda)$ for a slave point is defined as follows:

$$
\begin{equation*}
\mathbf{F}^{\mathrm{c}}(\mathbf{v}, \boldsymbol{\lambda})=\operatorname{proj}_{\mathfrak{R}^{-}}\left(\sigma^{\mathrm{n}}\right) \mathbf{n}+\operatorname{proj}_{\mathrm{C}^{\mathrm{aug}}}\left(\boldsymbol{\sigma}^{\mathrm{t}}\right), \tag{12}
\end{equation*}
$$

with the augmented Lagrange multipliers defined as $\sigma^{\mathrm{n}}=\lambda^{\mathrm{n}}+r d^{\mathrm{n}}$ and $\boldsymbol{\sigma}^{\mathrm{t}}=\lambda^{\mathrm{t}}+r \boldsymbol{\delta}^{\mathrm{t}}$. The continuity of the contact with friction operator $\mathbf{F}^{c}$ allows evaluating the Jacobian matrix required to solve the system of equations with a generalized Newton method. The frictional contact operators proposed by Heege and Alart [34] for the generalized case of strongly curved contact surfaces are adopted in this study.

## 3. Finite element discretization

This section deals with the application of the FEM to the discretization of the continuum frictional contact problem presented in Section 2. Among the different discretization techniques for large slip contact problems, the Node-to-Segment (NTS) algorithm is the most widely used due to its simplicity, physical meaning and flexibility [1,6,10,14,19]. In this work the deformable body is discretized by means of low order solid finite elements using the traditional finite element method [49]. Moreover, the curved surface of the involved rigid bodies is discretized with smooth parametric patches, contrasting with the traditional faceted finite element description adopted in the generality of commercial FEM codes. Therefore, in the contest of the NTS formulation, the slave surface is represented by single nodes resulting from the finite element discretization of the slave body, while the master surface is approximated by a group of smooth patches. The impenetrability and
friction law conditions (Eqs. (8) and (9), respectively) are enforced such that the slave nodes must not penetrate their opposing master segments (facets or patches) neither violate the Coulomb friction law.

When the finite element mesh is adopted in the description of the master surface, the contact kinematic quantities $d^{\mathrm{n}}$ and $\xi^{\beta}$ are evaluated in terms of the current position of the slave nodes relative to the faceted approximation of the master surface. Since the surface normal vector is used in the definition of both the signed normal distance, presented in Eq. (5), and contact traction presented in Eq. (7), its discontinuity across neighbor elements typically leads to non-physical jumps in the solution as well as convergence problems [30]. The application of a smooth description for the master surface avoids the occurrence of these problems during the enforcement of the contact conditions [18,30]. Concerning the particular case of the contact between a deformable body and rigid curved obstacles, various smoothing procedures have been proposed in the context of NTS formulation [18,25-31]. In the framework of NTS smoothing formulations, each slave node interacts with a smooth master surface presenting a high level of continuity. Therefore, several alternatives have been suggested to define $C^{1}$ smooth surfaces created on faceted finite element meshes using the coordinates of the master nodes [26,28]. In this work the rigid surfaces of arbitrary shape will be described with Nagata patches. In the following, the nodes of the master surface will be refereed as vertices in order to distinguish them from the nodes of the deformable body.

### 3.1. Rigid surfaces described by Nagata patches

A new interpolation method developed by Nagata [37], which can be applied to both curves and surfaces, has been recently successfully applied to diverse engineering problems [24,50,51]. The idea behind the Nagata patch interpolation is the simple and local quadratic interpolation using the information concerning the position vector and surface normal vector of the mesh vertices composing the curve/patch. The reduced interpolation degree associated with the completely local support allows evaluating the required contact kinematic variables straightforwardly using a reduced computational cost. Furthermore, the quasi- $G^{1}$ continuity between Nagata patches produces a smooth contact surface description, which means that the direction of the first derivative (or surface normal vector) in the boundaries between patches tends to be the same. This particular feature avoids non-physical jumps in the contact force when a slave node crosses two neighboring patches [31,52]. The main drawback associated with the currently available smoothing methods is its applicability to 3D unstructured surface meshes [18,31]. In fact, the difficulty to create a smooth surface over the faceted unstructured mesh is overcome with the application of the Nagata patch interpolation since the approach is completely local. Moreover, the formulation can be applied to general $n$-sided patches, such as triangular and quadrilateral patches (or a mix of both) [37], being this a promising interpolation method to be applied in the computational contact mechanics [24,37,38].

The main idea of the proposed method is to smooth relatively coarse meshes using the Nagata patch interpolation, being the discretized surfaces produced using any mesh generator from the CAD model. However, most of CAD models containing the information regarding the curved rigid surfaces are plagued by geometrical or topological errors and inconsistencies [53]. Therefore, in order to use the model in the mesh generation it is always necessary to perform some geometry repair, cleanup, and preparation. In fact, many errors and inconsistencies (e.g. gaps/overlaps between abutting surfaces) are resulting from the lack of a robust solution to the surface intersection problem [53,54].

The flowchart presented in Fig. 5 shows the proposed procedure to describe the curved contact surfaces with Nagata patches from the information of the CAD model. The procedure can be divided in three steps: mesh generation, vertex


Fig. 5. Procedure followed to describe the contact surfaces from the CAD model information.
normal vector evaluation and Nagata patch interpolation. This interpolation method allows smoothing both structured and unstructured meshes. Indeed, the discretization of the contact surfaces with unstructured meshes is more attractive, both from the user point of view and the consumed time, since the meshes are fast and easily obtained using automatic meshing algorithms. Moreover, due to the way the Nagata patch is created, the models of the discretized contact surfaces can be composed by both triangular and quadrilateral faceted elements. The information contained in the generated mesh file, required to the local interpolation, is the position vector of each mesh vertex and the finite element connectivity (vertices composing each finite element). Since any mesh generator allows exporting mesh files containing all this information, a wide variety of mesh generator packages can be employed. Concerning the evaluation of the surface normal vector in each vertex of the mesh, the strategy applied in this study takes advantage of the CAD model definition together with the mesh file, as shown in Fig. 5. The central idea behind this strategy is to use the IGES file format of the CAD model to project each mesh vertex on the corresponding NURBS surface in order to evaluate the partial derivatives of the surface and subsequently its normal vector. This strategy was developed by the authors and is presented in [55]. The application of this strategy when compared with the one that resorts to weighting adjacent face normal vectors leads to the best accuracy in the Nagata interpolation, evidencing the effect of the normal vector in the interpolation accuracy [38,55,56].

Once the finite element mesh is selected and the surface normal vectors are evaluated (required input parameters), the Nagata patch interpolation can be correctly employed to smooth the surface mesh. Since the interpolation method is completely local, its application to each faceted element can be performed independently (suitable for parallel processing), leading to a model composed by an assembly of patches. The proposed smoothing method applicability is enhanced by the use of neutral CAD formats to evaluate the required surface normal vector in each vertex of the mesh, being the widely used IGES file format the one adopted in this study. Moreover, the possibility to use diverse types of mesh files in the definition of the contact surface, allows creating readily new surface geometries, from diverse mesh generators software packages. Fig. 6 presents an example of a forming tool geometry described by faceted finite elements. The normal vectors evaluated through the approach proposed in [55] are indicated in the discretized surface model and are used in the interpolation adopted to smooth the surface mesh.

### 3.1.1. Nagata patch interpolation

The formulation of the Nagata patch interpolation is briefly described, highlighting its mathematical simplicity and local support. The main idea is to recover the original surface geometry with good accuracy, by using the position and surface normal vectors in each vertex of the faceted finite element mesh. Starting with a 2D interpolation example applied to an edge, which is defined by its end points with position vectors $\mathbf{x}_{0}$ and $\mathbf{x}_{1}$, the Nagata interpolation of the edge is given by the following curve:

$$
\begin{equation*}
\boldsymbol{C}\left(\xi^{1}\right)=\mathbf{x}_{0}+\left(\mathbf{x}_{1}-\mathbf{x}_{0}-\mathbf{c}\right) \xi^{1}+\mathbf{c}\left(\xi^{1}\right)^{2} \tag{13}
\end{equation*}
$$

where $\xi^{1}$ is the local coordinate of the curve, which satisfy the condition $0 \leqslant \xi^{1} \leqslant 1$. The curvature is added to the edge through the parameter $\mathbf{c}$, which is determined from the boundary conditions at edge end points, as follows:

$$
\mathbf{c}\left(\mathbf{x}_{0}, \mathbf{x}_{1}, \mathbf{n}_{0}, \mathbf{n}_{1}\right)= \begin{cases}\frac{\left[\mathbf{n}_{0}, \mathbf{n}_{1}\right]}{1-a^{2}}\left[\begin{array}{cc}
1 & -a \\
-a & 1
\end{array}\right]\left\{\begin{array}{c}
\mathbf{n}_{0} \cdot\left(\mathbf{x}_{1}-\mathbf{x}_{0}\right) \\
-\mathbf{n}_{1} \cdot\left(\mathbf{x}_{1}-\mathbf{x}_{0}\right)
\end{array}\right\} & (a \neq \pm 1)  \tag{14}\\
\mathbf{0} & (a= \pm 1)\end{cases}
$$

where the unit normal vectors at the end points $\mathbf{x}_{0}$ and $\mathbf{x}_{1}$ are denoted by $\mathbf{n}_{0}$ and $\mathbf{n}_{1}$, respectively. The cosine of the angle between the normal vectors is expressed by $a=\mathbf{n}_{0} \cdot \mathbf{n}_{1}$ and $[\cdot,$.$] indicates a matrix composed by two vectors. The above$ interpolation algorithm expressed by Eqs. (13) and (14) is the basis to apply the Nagata interpolation to general $n$-sided


Fig. 6. Forming tool geometry described by faceted finite elements, including surface normal vectors at the vertices.
patches, such as triangular and quadrilateral patches. Firstly, each edge of the faceted finite element is replaced by a Nagata curve given through Eq. (13), and then its interior is filled.

In case of a triangular patch, the Nagata patch interpolated is given by the following quadratic polynomial:

$$
\begin{equation*}
\boldsymbol{P}_{t}\left(\xi^{1}, \xi^{2}\right)=\mathbf{c}_{00}+\mathbf{c}_{10} \xi^{1}+\mathbf{c}_{01} \xi^{2}+\mathbf{c}_{11} \xi^{1} \xi^{2}+\mathbf{c}_{20}\left(\xi^{1}\right)^{2}+\mathbf{c}_{02}\left(\xi^{2}\right)^{2} \tag{15}
\end{equation*}
$$

where $\xi^{1}$ and $\xi^{2}$ are the local coordinates satisfying the patch domain validity expressed by $0 \leqslant \xi^{2} \leqslant \xi^{1} \leqslant 1$. The six coefficient vectors $\mathbf{c}_{i j}$, whose notation adopted in the patch definition is $\mathbf{c}_{i j}\left(\xi^{1}\right)^{i}\left(\xi^{2}\right)^{j}$, are calculated using only the position and surface normal vectors at the mesh vertices, being defined as follows:

$$
\begin{align*}
& \mathbf{c}_{00}=\mathbf{x}_{00}, \\
& \mathbf{c}_{10}=\mathbf{x}_{10}-\mathbf{x}_{00}-\mathbf{c}_{1}, \\
& \mathbf{c}_{01}=\mathbf{x}_{11}-\mathbf{x}_{10}+\mathbf{c}_{1}-\mathbf{c}_{3},  \tag{16}\\
& \mathbf{c}_{11}=\mathbf{c}_{3}-\mathbf{c}_{1}-\mathbf{c}_{2}, \\
& \mathbf{c}_{20}=\mathbf{c}_{1}, \\
& \mathbf{c}_{02}=\mathbf{c}_{2},
\end{align*}
$$

where $\mathbf{c}_{1}, \mathbf{c}_{2}$ and $\mathbf{c}_{3}$ are the coefficient vectors, defined by Eq. (14), for the edges $\left(\mathbf{x}_{00}, \mathbf{x}_{10}\right),\left(\mathbf{x}_{10}, \mathbf{x}_{11}\right)$ and $\left(\mathbf{x}_{00}, \mathbf{x}_{11}\right)$, respectively. The quadrilateral Nagata patch is obtainable in a similar way as the triangular patch, being defined by:

$$
\begin{equation*}
\boldsymbol{P}_{q}\left(\xi^{1}, \xi^{2}\right)=\mathbf{c}_{00}+\mathbf{c}_{10} \xi^{1}+\mathbf{c}_{01} \xi^{2}+\mathbf{c}_{11} \xi^{1} \xi^{2}+\mathbf{c}_{20}\left(\xi^{1}\right)^{2}+\mathbf{c}_{02}\left(\xi^{2}\right)^{2}+\mathbf{c}_{21}\left(\xi^{1}\right)^{2} \zeta+\mathbf{c}_{12} \xi^{1}\left(\xi^{2}\right)^{2} \tag{17}
\end{equation*}
$$

where the validity patch domain, dictated by the local coordinates, is given by $0 \leq \xi^{1}, \xi^{2} \leq 1$. The coefficients $\mathbf{c}_{i j}$ are given by:

$$
\begin{align*}
& \mathbf{c}_{00}=\mathbf{x}_{00}, \\
& \mathbf{c}_{10}=\mathbf{x}_{10}-\mathbf{x}_{00}-\mathbf{c}_{1}, \\
& \mathbf{c}_{01}=\mathbf{x}_{01}-\mathbf{x}_{00}-\mathbf{c}_{4}, \\
& \mathbf{c}_{11}=\mathbf{x}_{11}-\mathbf{x}_{10}-\mathbf{x}_{01}+\mathbf{x}_{00}+\mathbf{c}_{1}-\mathbf{c}_{2}-\mathbf{c}_{3}+\mathbf{c}_{4}, \\
& \mathbf{c}_{20}=\mathbf{c}_{1},  \tag{18}\\
& \mathbf{c}_{02}=\mathbf{c}_{4}, \\
& \mathbf{c}_{21}=\mathbf{c}_{3}-\mathbf{c}_{1}, \\
& \mathbf{c}_{12}=\mathbf{c}_{2}-\mathbf{c}_{4},
\end{align*}
$$

where $\mathbf{c}_{1}, \mathbf{c}_{2}, \mathbf{c}_{3}$ and $\mathbf{c}_{4}$ are the coefficients defined by Eq. (14) for the edges $\left(\mathbf{x}_{00}, \mathbf{x}_{10}\right),\left(\mathbf{x}_{10}, \mathbf{x}_{11}\right),\left(\mathbf{x}_{01}, \mathbf{x}_{11}\right)$ and $\left(\mathbf{x}_{00}, \mathbf{x}_{01}\right)$, respectively.

Note that no matrix inversion is required to determine the interpolation coefficients since they are evaluated through Eq. (14) using the position vectors and the normal vectors at the vertices. For more details about the Nagata patch interpolation and the mathematical expressions to evaluate the $\mathbf{c}_{i j}$ coefficients, the reader can refer to [37]. Since the Nagata patch interpolation is characterized by the quadratic degree, the approximation capability is rather limited. Therefore, some improvements to the original formulation were proposed by the authors [38] and by Boschiroli et al. [57] in order to avoid the generation of very sharp surfaces in the description of contact surfaces. The used methodology comprises the modification of Eq. (14) by extending the domain for applying linear interpolation ( $\mathbf{c}=\mathbf{0}$ ), which was originally limited to $a= \pm 1$.

### 3.1.2. Smoothing method accuracy

This section deals with the influence of the discretization on the resulting smoothed curve/surface accuracy. Both the geometric and the normal vector error distributions obtained when employing Nagata patches in the surface description are compared with the ones resulting from the traditional faceted finite element mesh description. Since constant radius fillet surfaces and surfaces of revolution are frequently employed to create smooth contact surfaces, the circular arc and the sphere are the selected geometries to perform this study. The geometric accuracy of the approximation is evaluated through the radial error $\delta_{\mathrm{r}}$, which is defined by the deviation between the discretized curve/surface (faceted and smoothed) and the analytical geometry. Considering a circular arc of radius $r$, the radial error associated with its discretization is defined as:

$$
\begin{equation*}
\delta_{\mathrm{r}}\left(\xi^{1}\right)=\frac{\tilde{r}\left(\xi^{1}\right)-r}{r} \times 100 \% \tag{19}
\end{equation*}
$$

where $\tilde{r}\left(\xi^{1}\right)$ is the local radius of the approximated circular arc and $\xi^{1}$ is the local coordinate of the interpolated curve, as defined in Eq. (13). The radius resulting from the interpolation is not constant in all arc length, even if the normal vectors required by the Nagata interpolation are determined using the analytical function of the circular arc.

The effect of the discretization, both in the piecewise linear interpolation and in the Nagata interpolation method, is studied using the circular arc geometry. Fig. 7 presents the comparison of the maximum norm of the radial error between the piecewise linear interpolation and the quadratic Nagata interpolation, in function of the normalized arc length $(\ell / r)$. The


Fig. 7. Comparison of the maximum norm of the radial error between the piecewise linear interpolation and the Nagata interpolation applied to a circular arc.
range considered for the normalized arc length is from 1.571 until 0.157 , which corresponds to dividing a quarter of circle from 1 to 10 equal divisions, respectively. Both approximation methods attain its maximum norm of radial error at the midpoint of the curve $\left(\xi^{1}=0.5\right)$, being the Nagata patch always outside the circle arc while the piecewise linear approximation is always inside the original arc, as exemplified in the scheme of Fig. 7. The application of the Nagata interpolation clearly results in a more accurate representation of the circular arc [38], being quartic the order of convergence in the radial error, while the piecewise linear approximation leads only to quadratic convergence.

The radial error distribution obtained with both approximation methods is also studied using a spherical surface of radius $r$. The expression presented in Eq. (19) can also be used, but now the local radius becomes a function of the two local coordinates $\tilde{r}\left(\xi^{1}, \xi^{2}\right)$. The approximated local radius resultant from the Nagata patch interpolation algorithm is evaluated indirectly through the application of Eq. (15) and/or Eq. (17). Fig. 8(a) and (b) presents a spherical surface discretized by the traditional faceted finite elements and smoothed with Nagata patches, respectively. A quick qualitative error analysis shows that the faceted approximation provides poor accuracy when compared with the smoothed model. The right-hand side of each discretized surface illustrates the quantitative error analysis by means of radial error distribution. The error is negative in the approximated spherical surface when the faceted finite element mesh is employed, either using triangular or quadrilateral finite elements. On the other hand, the application of the Nagata interpolation to smooth the geometry leads to an approximated geometry where the error tends to be positive in the triangular patches and negative in the quadrilateral patches, as shown in Fig. 8(b).

The error in the surface normal vector resulting from the approximation is also evaluated for the spherical surface. This error is directly associated with the geometric continuity of the approximated surface, which is a key point for the robustness of the smoothing method when applied to computational contact mechanics. For the spherical surface, the surface normal vector error is defined as:

$$
\begin{equation*}
\delta_{n}\left(\xi^{1}, \xi^{2}\right)=\cos ^{-1}\left(\mathbf{n}_{\text {approx }}\left(\xi^{1}, \xi^{2}\right) \cdot \mathbf{n}_{\text {analy }}\right)\left[{ }^{0}\right] \tag{20}
\end{equation*}
$$

where $\mathbf{n}_{\text {approx }}$ is the surface normal vector of the approximated surface, while the normal vector of the analytical sphere is denoted by $\mathbf{n}_{\text {analy }}$. Fig. 9 presents the comparison between the surface normal vector error distributions obtained with faceted elements and Nagata patches. The maximum value of error occurs in the vertices of the faceted finite elements, while


Fig. 8. Radial error distribution resultant from the description of a spherical surface using: (a) faceted finite elements and (b) Nagata patches.


Fig. 9. Normal vector error distribution resultant from the description of a spherical surface using: (a) faceted finite elements and (b) Nagata patches.


Fig. 10. Comparison of the interpolation errors in the description of a spherical surface: (a) maximum radial error modulus and (b) maximum surface normal vector error.
the maximum appears at the middle of the edges when the spherical surface is defined by Nagata patches. Besides, the vertices of smoothed surface description do not present any error since the interpolation uses the normal vectors as input parameter. This feature means that any curve described by Nagata interpolation always presents $G^{1}$ continuity.

The modulus of the maximum radial error attained in the description of the spherical surface with both faceted elements and Nagata patches is presented in Fig. 10(a). The comparison between the two surface approximations shows that the radial error modulus is significantly lower when the smoothing method is applied over the faceted description. Indeed, the maximum value of radial error decreases quartically with the square root of the element area normalized by the sphere radius [ 37,55$]$. On the other hand, the convergence rate of the maximum radial error in the faceted surface description is only quadratic, as shown in Fig. 10(a). Moreover, in both surface approximation methods, the quadrilateral elements/patches present always a maximum error inferior to the triangular typology for the same element area.

The maximum error in the surface normal vector attained by both surface description methods is presented in Fig. 10(b), for the description of a spherical surface. The comparison between the two surface approximations shows that the maximum error decrease linearly with the normalized square root of the element area when the faceted surface description is adopted, while the Nagata patches smoothing method provides a cubic rate. This cubic convergence rate allows considering that the Nagata patches smoothing method present quasi- $G^{1}$ continuity. For both surface approximation methods, the quadrilateral element typology presents always a maximum surface normal vector error value inferior to the triangular typology, for the same element area.

### 3.2. Contact search algorithm

The aim of the contact search algorithm is to quickly detect all the possible candidate contact nodes, at each increment of displacement. Therefore, the contact searching needs to be both efficient and accurate to take into account the evolution of the contact status of each slave node, along with the deformation process. Many contact search algorithms have been proposed [13,36,58-60], which are typically divided into a global and a local search process. The purpose of the global search procedure is creating a list of candidates' master facets/patches for contact with each slave node. Then the local search process is performed to determine the candidate contact point, on the contact finite element/patch. This allows the evaluation of
the signed normal distance using Eq. (5), as well as the tangential slip increment using the derivation of Eq. (6) for quasistatic analysis.

Among the global search algorithms proposed, the most recognized are the hierarchy-territory algorithm (HITA) [5,58], the position code algorithm [60] and the typical bucket sorting algorithm [13]. The study conducted by Oldenburg and Nilsson [60] concluded that the HITA and the position code algorithms are superior in terms of computational efficiency. While the bucket sorting algorithm performs sorting and searching in three dimensions in a nested manner, the position code reduces the three-dimensional space into a one dimensional searching problem, hence decreasing the number of operations involved due to the binary search procedure used (for more details see also [22]). Concerning the local search algorithms, several strategies can be employed such as the classic NTS approach [1,13], the pinball algorithm [59] and the inside-outside algorithm proposed in [36]. For the NTS approach, the smallest distance between each slave node and the master surface is calculated based on the projection of the node on the surface. The Newton-Raphson method is typically used to solve this problem and find the contact point coordinates. On the other hand, the pinball algorithm when combined with the penalty method is very quick since it is based on simple checks, eliminating the iteration steps. However, some inaccuracies concerning the real geometry of the two contacting bodies are introduced since the penetration between their surfaces is assumed as the interpenetration of two spherical balls. The inside-outside algorithm is based on the feature of the inside-outside status of the projected point of the node along its mesh normal direction with respect to the finite element. This algorithm is quick, robust and no iteration is required to conduct the search (closed-form expression) when faceted finite elements are used in the contact surfaces description [36].

In this study, a new contact search algorithm is developed to deal with the curved surfaces described by Nagata patches. Both the local and global search algorithms proposed are presented in the following. The global search is based on the concept of contact hierarchies suggested in $[48,58]$, while the local search is performed with the aid of the closest point projection algorithm [34,48,61].

### 3.2.1. Global contact search

The numerical modeling of several frictional contact problems must take into account the large slips between the deformable body and the rigid surfaces. Thus, since the configuration of the deformable body can change somewhat arbitrarily during the process evolution, any contact node can come into contact with any patch describing the rigid contact surfaces. Therefore, it is impossible to explicitly define a priory the location and trace of contact areas for each contact node, in order to correctly apply the contact constraints. Hence, the proposed global contact search is divided in the following steps, schematically represented in Fig. 11.

The first step of the global contact search is performed by the user in the pre-processing phase, assigning all contact nodes (nodes with the possibility to establish contact) from the total nodes that define the deformable body. Assuming that the
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Fig. 11. Scheme of the steps composing the global contact search algorithm.
deformable body is discretized with solid finite elements, each contact node should be associated with a predefined set of rigid surfaces, based only on the orientation of each surface outward normal vector to the deformable body. Considering an example of a deep drawing process involving three tools (die, blank-holder and punch), the nodes on one face of the sheet are assigned as potential contact nodes associated to the die, while the nodes in the opposite face are associated to the blankholder and the punch. The remaining phases of the developed algorithm are repeated in each increment of displacement since this contact search algorithm was specifically developed for solvers that use implicit integration, which are characterized by large increment size.

Depending on the quantity of rigid contact surfaces necessary to carry out the process and its geometric complexity, the amount of Nagata patches required to define accurately each rigid surface is highly variable. In complex models this number can reach several thousand as shown in the last numerical example presented in the next section. Furthermore, the opportunity to create an irregular distribution of the patches, which is more attractive from the user point of view, leads to a more complex algorithm. Indeed, the use of structured meshes in the surfaces description leads to a straightforward and efficient global search procedure, while the adoption of an unstructured mesh description conduces to more effort in the global search due to the irregular distribution of the patches. This situation is considered in the proposed algorithm introducing a parameter that expresses the topologic distortion of the patches used in each rigid contact surface. The adopted parameter $r_{\mathrm{m}}$ is defined as the maximum value of the ratio between the maximum and minimum edge length of the faceted finite elements, being independently evaluated for each contact surface involved in the numerical simulation. The value of $r_{\mathrm{m}}$ is calculated for each surface only at the beginning of the simulation, since the surface mesh is rigid.

The second step of the global contact search algorithm comprises the evaluation of the distance between each contact node (defined in first step) and every mesh vertex of the associated set of rigid surfaces. This method is sometimes referred to as the brute force approach [13]. However, in the present study its computational cost is acceptable since large increment sizes are employed and the typically problem size is not very large. After that, the global search for the closest mesh vertices to each contact node is performed to subsequently apply the inverse mesh connectivity in order to select the surrounding Nagata patches. The selected number of closest mesh vertices takes into account the topology of the surface mesh, being the number of vertices selected for each contact surface defined as follows:

$$
\begin{equation*}
n_{\mathrm{v}}=5+\operatorname{int}\left(\frac{r_{\mathrm{m}}^{2}}{65}\right) \tag{21}
\end{equation*}
$$

where $r_{\mathrm{m}}$ refers to the maximum ratio between edge lengths, concerning a specific contact surface mesh. Some unstructured surface meshes present a discrepancy between finite elements area that requires a quadratic increase in the number of vertices assigned, due to the heterogeneous disposition of the patches. On the other hand, for structured meshes ( $r_{\mathrm{m}} \approx 1$ ) five vertices are sufficient to capture surface area candidate to establish contact. Therefore, this strategy allows the use a different number of vertices for each surface, guaranteeing that this number depends on the surface mesh topology. The minimum number of selected vertices in each contact surface mesh is defined as five, which is also the value used for meshes that present a ratio between edge lengths inferior to 8 in all finite elements. On the other hand, the maximum number of selected vertices was limited to 80 in order to control the computational cost of the contact search. This step ends with the identification of the Nagata patches that share the $n_{v}$ closest mesh vertices, using the inverse mesh connectivity. However, since the resulting number of patches is extremely dependent on the mesh distortion, it can be computationally inefficient to directly apply the local contact search algorithm to all patches selected.

The third step of the global search algorithm involves the use of a grid of points on each Nagata patch in order to reduce the number of patches to be tested in the local contact search. The creation of the grid of points is performed only at the beginning of the numerical simulation, being the coordinates of these points updated in each increment with the rigid surfaces displacement/rotation. The grid is created from the parametric division of the Nagata patch domain, performed in both directions using uniform intervals. Hence, the number of grid divisions (number of grid points less one) in each parametric direction is defined as:

$$
\begin{equation*}
n_{\mathrm{gd}}=\max \left\{2, \operatorname{int}\left(\frac{\max \left(r_{\mathrm{m}}\right)}{10}\right)\right\} \tag{22}
\end{equation*}
$$

where $\max \left(r_{\mathrm{m}}\right)$ is the maximum ratio among all discretized rigid contact surfaces involved. The number of grid points is particularly important in the presence of highly distorted finite elements, mainly for slave nodes that are located near abrupt transitions between large and small elements. The minimum number of grid divisions in each parametric direction is established as two, which represents 9 grid points for quadrilateral patches and 6 for triangular patches. The minimum amount of grid points is kept unchanged while all tool meshes involved present a $r_{\mathrm{m}}$ ratio inferior to 30 , which represents a large range of distorted surface meshes. Since the grid dimension increases quadratic with the number of divisions, the maximum value allowed in each direction was limited to 6 , in order to control the computational cost of the global contact search. Note that the expressions presented in Eqs. (21) and (22) are based on an extensive study using different structured and unstructured rigid surface meshes, with different complexities [62].

The last step of the proposed global search algorithm comprises the selection of the ten Nagata patches closest to the contact node. This selection is carried out evaluating the distance between the contact node and all point of each grid created on the patches identified in the second step of this algorithm. For each contact node, the ten selected patches are stored as well
as the local coordinates $\xi$ of the closest grid point, which will be used as initial approximation for the local contact search. The sorting of the ten selected patches is not important because all of them are used in the local contact search to take into account multiple candidates. The principal steps of the proposed global contact search algorithm are summarized in the Table 1.

### 3.2.2. Local contact search

The objective of the local contact search is to select the appropriate candidate patch, from among the candidates previously selected in the global search, and determine the reference position $\overline{\mathbf{x}}^{(2)}$ on the selected patch, which is the location where the kinematic contact variables will be evaluated. While the global search is performed only once in each displacement increment (from line 14 to 27 of the algorithm presented in Table 1), the local search procedure is repeated in each iteration of each increment. Therefore, the local detection step can be very time consuming, particularly for large contact problems [63]. The NTS method adopted in this study is robust and accurate, even when the contact surface mesh is severely distorted, due to the use of the $r_{\mathrm{m}}$ parameter to control the selection of the candidates. Moreover, the grid of points constructed over the patches are used to improve the converge rate of the iterative local search procedure.

The reference position $\overline{\mathbf{x}}^{(2)}$ on the selected contact surface patch is defined as the point on the patch which is closest to the contact node $\mathbf{x}^{(1)}$. Hence, the coordinates of the reference point are evaluated determining the smallest distance between the contact node and the Nagata patch. Then, the application of the orthogonal projection algorithm [34,61] allows calculating both the reference position and the signed normal distance $d^{\mathrm{n}}$ by solving the following system of equations:

$$
\begin{equation*}
\mathbf{F}^{\operatorname{Proj}}\left(\bar{\xi}^{1}, \bar{\xi}^{2}, \bar{d}^{\mathrm{n}}\right)=\boldsymbol{P}\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right)+\mathbf{u}^{\text {surf }}+\bar{d}^{\mathrm{n}} \mathbf{n}\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right)-\mathbf{x}^{(1)}=\mathbf{0}, \tag{23}
\end{equation*}
$$

where $\boldsymbol{P}\left(\xi^{1}, \xi^{2}\right)$ denotes the Nagata patch defined in its initial location, $\mathbf{n}\left(\xi^{1}, \xi^{2}\right)$ is the outward patch normal vector and $\mathbf{u}^{\text {surf }}$ is the rigid surface displacement from the beginning until the actual position. Assuming only translations of the rigid surfaces, the Nagata patch interpolation is carried out only once for the initial position of the surfaces, in order to improve the efficiency of the local contact search procedure. Afterward, the rigid surface displacement $\mathbf{u}^{\text {surf }}$ is added to the interpolation coefficients $\boldsymbol{P}\left(\xi^{1}, \xi^{2}\right)$, defining the actual position of the patch as $\boldsymbol{P}\left(\xi^{1}, \xi^{2}\right)+\mathbf{u}^{\text {surf }}$. The Newton-Raphson method is used for solving the non-linear system of equations, which can be summarized as follows for the $i+1$ iteration:

$$
\begin{equation*}
\mathbf{s}^{(i+1)}=\mathbf{s}^{(i)}-\left.\left[\left.\nabla \mathbf{F}^{\operatorname{Proj}}\right|^{(i)}\right]^{-1} \mathbf{F}^{\operatorname{Proj}}\right|^{(i)}, \tag{24}
\end{equation*}
$$

Table 1
Global contact search algorithm.

```
- PRE-PROCESSING -
Read finite element mesh of deformable body
Read finite element mesh of each rigid contact surface
Definition of all contact nodes (by user)
Associate each contact node to a set of rigid surfaces (by user)
- FIRST STEP -
For each rigid surface mesh
    Evaluate geometric ratio rm
    Evaluate number of vertices }\mp@subsup{n}{v}{}\mathrm{ from Eq. (21)
    End
    Evaluate number of grid divisions }\mp@subsup{n}{\textrm{gd}}{}\mathrm{ from Eq. (22)
    For each rigid surface
        For each Nagata patch
            Create an uniform grid of points on the patch
        End
    End
    For each rigid surface increment
        For each contact node
    - SECOND STEP -
            For each rigid surface contained in the set
                For each vertex of the surface mesh
                Evaluate the distance between contact node and vertex
                End
                Store the }\mp@subsup{n}{\textrm{v}}{}\mathrm{ closest mesh vertices
            End
            Selection of Nagata patches applying inverse connectivity to the }\mp@subsup{n}{\textrm{v}}{}\mathrm{ vertices
    - THIRD STEP -
            For each Nagata patch previously selected
            Update the coordinates of the grid of points with rigid surface displacement
                Evaluate distance between contact node and points of grid
            End
            Selection of the }10\mathrm{ closest Nagata patches
        End
    End
```

where $\boldsymbol{s}^{(i)}=\left[\xi^{(i)}, \xi^{2(i)}, d^{n(i)}\right]^{\mathrm{T}}$ presents the solution vector at iteration $i$, being the required initial solution given by the closest grid point, found in the global contact search. The Jacobian matrix $\nabla \mathbf{F}^{\text {Proj }}$ of the system of equations presented in Eq. (23) is defined as follows:

$$
\begin{equation*}
\nabla \mathbf{F}^{\text {Proj }}\left(\xi^{1}, \xi^{2}, d^{\mathrm{n}}\right)=\left[\frac{\partial}{\partial \xi^{1}}, \frac{\partial}{\partial \xi^{2}}, \frac{\partial}{\partial d^{\mathrm{n}}}\right] \mathbf{F}^{\text {Proj }}\left(\xi^{1}, \xi^{2}, d^{\mathrm{n}}\right) \tag{25}
\end{equation*}
$$

The evaluation of the Jacobian matrix requires the partial derivatives of the Nagata patch and the gradient of the normal vector with respect to the local coordinates $\xi^{\alpha}$, which can be calculated using the Weingarten formula [15,34,45]:

$$
\begin{equation*}
\frac{\partial \mathbf{n}}{\partial \xi^{\alpha}}=-m^{\sigma \gamma}\left(\xi^{1}, \xi^{2}\right) k_{\gamma \alpha}\left(\xi^{1}, \xi^{2}\right) \boldsymbol{\tau}_{\sigma}\left(\xi^{1}, \xi^{2}\right) \tag{26}
\end{equation*}
$$

where $m^{\sigma \gamma}$ denotes the surface contravariant components and $k_{\gamma \alpha}$ represents the components of the symmetric curvature tensor, defined as follows:

$$
\begin{equation*}
k_{\gamma \alpha}\left(\xi^{1}, \xi^{2}\right)=\boldsymbol{\tau}_{\gamma \alpha} \cdot \mathbf{n} \tag{27}
\end{equation*}
$$

which is obtained as the dot product of the second derivative of the patch $\boldsymbol{\tau}_{\gamma \alpha}$ and the normal vector $\mathbf{n}$.
In order to reduce the computational cost of the iterative process presented in Eq. (24), the maximum number of iterations is taken as 10. In most of the cases, the quadratic definition of the Nagata patches allows finding the solution with a very small tolerance using a small number of iterations (less than 4). Furthermore, the quadratic convergence of the New-ton-Raphson method is attained due to the initial solution delivered by the grid of points, introduced in the global search. Also, the quasi- $G^{1}$ continuity in the contact surfaces description (attained with the Nagata patches) avoids numerical instabilities in the global iterative procedure (Eq. (11)), which normally occurs for faceted surfaces due to the severe discontinuity of the normal vector field across the finite elements. However, the arising of multiple contact possibilities for the contact node, i.e. several Nagata patches fulfilling the convergence criterion, can result in multiple solutions for the reference point. This situation affects highly the efficiency of the contact searching since all solutions should be verified. Therefore, the projection algorithm expressed by Eq. (23) is applied to each of the ten Nagata patches selected in the global contact search. In case of multiple solutions, the reference point with the minimum normal distance to the contact node is selected as the solution. Another advantage of using the Nagata patch combined with the projection algorithm is that the 'deadzone' problems, which arise when curved rigid surfaces are discretized by low order finite elements, are consequently eliminated. In fact, the quasi- $G^{1}$ continuity of the surface created with Nagata patches ensures that even close to the patch edges the solution of the projection algorithm is successfully attained.

### 3.3. Contact kinematic variables evaluation

Once the reference position $\overline{\mathbf{x}}^{(2)}$ is evaluated, the local frame system used to calculate the contact variables is defined by the rigid surface patch normal vector $\overline{\mathbf{n}}^{(2)} \equiv \mathbf{n}\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right)$ at this reference point, which is not constant during the iterative equilibrium loop. The signed normal distance and the slip increment are the kinematic contact variables necessary to define the relative displacement between the contact nodes and the rigid surfaces. While the signed normal distance $\bar{d}^{\mathrm{n}}$ is obtained directly from the projection algorithm, by solving Eq. (23), the evaluation of the tangential slip increment requires an appropriate definition of the reference position at the prior equilibrium step. Hence, from the definition of the tangential slip velocity presented in Eq. (6), the associated tangential component of the slip increment can be written as:

$$
\begin{equation*}
\boldsymbol{\delta}^{\mathbf{t}}=\boldsymbol{\delta}-\left(\boldsymbol{\delta} \cdot \overline{\mathbf{n}}^{(2)}\right) \overline{\mathbf{n}}^{(2)} \tag{28}
\end{equation*}
$$

where the normal vector $\overline{\mathbf{n}}^{(2)}$ used to split the slip increment into normal and tangential components is evaluated at the solution point of the projection algorithm $\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right)$. The slip increment $\delta$ is defined as the vector connecting the reference point in the prior equilibrium step (updated with the incremental rigid surface displacement) and the contact node position in the current increment. Fig. 12 presents a 2D scheme illustrating the definition of both kinematic variables $\delta$ and $d^{\mathrm{n}}$ for the two possible contact status (gap or contact) of the contact node at the prior equilibrium step. Since the reference position calculated in the prior equilibrium step is necessary to the current increment, its position vector is updated with the incremental surface displacement $\Delta \mathbf{u}^{\text {surf }}$ at the current increment, being the updated reference position defined as $\overline{\mathbf{x}}^{\prime(2)}=\overline{\mathbf{x}}^{(2)}+\Delta \mathbf{u}^{\text {surf }}$. When the contact node is in contact with the rigid surface in the prior equilibrium step, the reference point in that step is coincident with the contact node, as depicted in Fig. 12(a). Therefore, the slip increment $\boldsymbol{\delta}$ is accurately defined through the updated reference position of the prior equilibrium step $\overline{\mathbf{x}}^{\prime 2)}$ and the current position of the contact node $\mathbf{x}^{(1)}$, being given by $\boldsymbol{\delta}=\mathbf{x}^{(1)}-\overline{\mathbf{x}}^{\prime(2)}$. However, in the case that the contact node gets into contact during the current increment (Fig. 12 (b)), the definition of the reference position required to evaluate the slip increment is not trivial. In this study, the procedure proposed by Heege and Alart [34] is adopted, which is based on the projection of the contact node in the prior equilibrium step on the rigid surface. Thus, the reference position obtained in the prior equilibrium step is updated with the incremental surface displacement in order to obtain the slip increment given by $\boldsymbol{\delta}=\mathbf{x}^{(1)}-\overline{\mathbf{x}}^{\prime(2)}$, as shown in Fig. 12(b).

Since it is used a single iterative loop to solve both nonlinearities related with the mechanical behavior and the frictional contact, both the position vector of the contact nodes and the local frame system defined by the outward normal vector can


Fig. 12. Definition of the contact kinematic variables when the contact node $\mathbf{x}^{(1)}$ in the prior equilibrium step is: (a) in contact the rigid surface and (b) not in contact with the rigid surface.
vary during the iterative solution. Therefore, the evaluation of the kinematic variables for each node candidate to establish contact, with admissible solution for the reference position arising from the local contact search, should be updated in each iteration within the incremental solution of the equilibrium equations.

## 4. Numerical examples

The algorithm presented in Section 3.1 developed to smooth finite element mesh surfaces by means of Nagata patches has been implemented in the DD3IMP in-house finite element code [39]. Furthermore, the new contact search algorithm, specifically developed to model the contact between a deformable body and rigid contact surfaces described by Nagata patches (see Section 3.2), has also been introduced in this in-house code. In this section, two simple academic frictional contact examples and an industrially sheet metal forming example are chosen to demonstrate the accuracy, efficiency and robustness of the proposed algorithms. All numerical simulations are carried out with the DD3IMP code, on a computer machine equipped with an Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}} \mathrm{i} 7-2600 \mathrm{~K}$ Quad-Core processor ( 3.4 GHz ) and the Windows 7 Professional (64-bits platform) operating system.

The smoothing method proposed is compared with the traditional faceted surface description, both in terms of numerical results and computational performance. Nevertheless, since the faceted rigid surface description is not available in DD3IMP finite element code, the comparison is carried out using the finite element mesh described by linear Nagata patches. Thus, the curvature parameter defined in Eq. (14) is taken as zero, meaning that the information regarding the surface normal vectors is not used in the interpolation.

### 4.1. Ironing problem

This simple example consists in sliding a rigid cylindrical die along a deformable slab (see Fig. 13), which is inspired in the one proposed by Puso and Laursen [20]. The slab dimensions are $9 \times 4 \times 3$ and the die has 5.2 wide with a radius of 3 . The slab is discretized using 8 -node hexahedral solid finite elements, combined with a selective reduced integration (SRI) technique, commonly used in contact problems [64,65]. Moreover, it is assumed to be elastic to focus the analysis on the interface behavior, being the Young's modulus and Poisson's ratio taken as $E=1$ and $v=0.3$, respectively. The friction is modeled using Coulomb's law with $\mu=0.1$. The cylindrical die, with the center initially located 2.5 units from the left end of the slab,


Fig. 13. Definition of the ironing problem: (a) cylindrical die described by a coarse mesh and (b) cylindrical die described by a fine mesh.
travels -1.0 units in the vertical $z$-direction and then 4 units in the horizontal $x$-direction, while the slab is fixed on the bottom. The vertical displacement of the die in the $z$-direction is divided into 10 equal increments, while the horizontal displacement in the $x$-direction is divided into 100 increments, being these increment sizes imposed in all simulations. Two distinct structured meshes composed by quadrilateral elements are adopted in the discretization of the cylindrical die, a coarse mesh and a fine mesh, as shown in Fig. 13(a) and (b), respectively. The number of elements used in each mesh is indicated in Table 2, as well the maximum radial error verified for each surface description method.

The cylindrical die force evolution with its displacement in the $x$-direction is presented in Fig. 14, for both faceted and smoothed die descriptions. When using the traditional faceted elements for the master surface description, the selection of the fine mesh reduces the chatter effect in the die force, as a result of the reduction of the radial error in the die description (see Table 2). However, the chatter effect is not completely eliminated since the radial error is still relevant, which leads to overestimation of the contact force. On the other hand, the application of the smoothing method to any of the die meshes (coarse and fine) leads to important improvements in the die force evolution, particularly the elimination of the chatter effect. Indeed, the application of the smoothing operation in both meshes lead exactly to the same die force evolution. The slight oscillations observed in the die force evolution obtained with the smoothing method are related with the deformable body discretization.

Table 2 presents the comparison of the computational performance between the faceted and the smoothed surface description methods. Although the number of increments is the same in all simulations, during the displacement of the die in the $x$-direction the average number of iterations required for each increment is higher when using the faceted description. This is associated with the poorer geometric description of the rigid die, both in terms of shape and normal vector distribution. Indeed, for the faceted description, the required number of iterations is higher in the fine mesh than in the coarse one, despite the inferior value of the maximum radial error attained by the fine mesh. This can be explained by the fact that the fine mesh combines a substantial discontinuity of the normal direction between facets with a higher number of facets, which the slave nodes need to cross. On the other hand, both the elapsed real time and the average number of interactions necessary to carry out the simulation is independent of the rigid die discretization when the smoothing method is applied, as shown in Table 2.

### 4.2. Cylindrical contactor sliding in a half-tube

The second example comprises a cylindrical contactor sliding in a half-tube, which is a simplification (rigid-deformable instead of deformable-deformable) of the academic example proposed by Krstulovic-Opara et al. [26]. The cylindrical contactor dimensions are $2 \times 2 \times 2$ with the curvature radius of $r=3$ in the contact surface (see Fig. 15). The cylindrical contactor is discretized using hexahedral solid finite elements (SRI) and modeled with elastic behavior, being the Young's modulus and

Table 2
Geometric characteristics of the cylindrical die and computational performance of both surface description methods, when applied to the ironing problem.

|  | Faceted description |  | Smooth description |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Coarse mesh | Fine mesh | Coarse mesh |  |
| No elements/patches | 50 | 300 | 50 | 300 |
| Max radial error (\%) | 0.6295 | 0.070 | 0.12 | 5.10 |
| Avg. no of iterations (horizontal disp.) | 6.29 | 52 | 38 |  |
| Elapsed time (s) | 46 |  | 5.10 |  |



Fig. 14. Influence of the smoothing method in the cylindrical die force evolution with its displacement in $x$-direction.


Fig. 15. Definition of the cylindrical contactor sliding in a half-tube described by a: (a) coarse mesh and (b) fine mesh.
Poisson's ratio taken as $E=100$ and $v=0.3$, respectively. The half-tube has a radius of $r=3$ and 15 units of length. The friction behavior is modeled using the Coulomb's law with $\mu=0.1$. The contactor is pressed into the half-tube with an overlapping of $\delta=0.01$ and then a displacement of 10 units, in the $x$-direction from the position shown in Fig. 15 is applied at the contactor's upper surface, while the half-tube is clamped. In order to accurately capture the possible oscillations in the contactor force evolution, the imposed displacement on the contactor is divided into 100 equal increments. In this example the rigid half-tube is discretized by an unstructured mesh composed by triangular finite elements. As in the previous example, two distinct meshes are studied, a coarse mesh and a fine mesh, as shown in Fig. 15(a) and (b), respectively. The number of finite elements used in each discretization is indicated in Table 3, as well the maximum radial error attained in each surface description method.

Fig. 16(a) presents the cylindrical contactor force evolution in the $x$-direction with its displacement, comparing the results obtained with the smoothing method with the ones attained with the faceted surface description. From the analysis of Fig. 15(a) and Table 3 it is possible to conclude that the coarse faceted mesh of the half-tube leads to a bad approximation of the cylindrical geometry, being this directly reproduced in the contactor force evolution. The improvement in the predicted contact force evolution with the application of the smoothing method to this mesh is evident, demonstrating its benefit. Also, despite the huge improvement in the force prediction when the coarse mesh is replaced by the fine mesh in the faceted description, the evolution obtained by the smoothing method is not reached, as shown in Fig. 16(a). Although, the maximum radial error of the smoothed coarse mesh and the faceted fine mesh is similar (see Table 3), the smooth description attains this maximum in small local areas while the error distribution for the faceted fine mesh is almost uniform. Furthermore, the faceted surface description leads to a cylindrical geometry with an effective radius always inferior to the analytical one, leading to the force increase. On the other hand, the application of the proposed smoothing method leads to approximately the same force evolution for both half-tube surface meshes studied.

The evolution of the number of slave nodes in contact with the surface defining the half-tube is presented in Fig. 16(b), for both rigid surface description methods (faceted and smooth). Only the coarse mesh associated with the faceted surface description leads an evolution completely different, similarly to what happens for the contactor force evolution. The number of slave nodes in contact is about 80 (accompanied with some oscillations) for the coarse faceted mesh, while the remaining models present an evolution more stable with approximately 121 nodes in contact, which is the total of slave nodes (contactor discretization with $10 \times 10 \times 10$ elements). The number of nodes in contact dictates directly the stress distribution induced in the deformable body, since contact forces only arise in the nodes in contact, being an important parameter to take into account to achieve accurate results.

The comparison of the computational performance between the faceted and the smoothed surface description methods is presented in Table 3. In this example the average number of iterations required in each increment is only slightly affected by

Table 3
Geometric characteristics of the cylindrical contactor and computational performance of both surface description methods, when applied to the contactor sliding in a half-tube problem.

|  | Faceted description |  | Smooth description |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Coarse mesh | Fine mesh | Coarse mesh |  |
| No elements/patches | 486 | 3880 | 486 |  |
| Max radial error (\%) | 3.43 | 0.263 | 0.208 |  |
| Avg. no of iterations | 5.37 | 5.05 | 5.04 |  |
| Elapsed time $(\mathrm{s})$ | 27 | 36 | 25 | 0.063 |



Fig. 16. Comparison between the faceted and the smooth mesh description in the cylindrical contactor sliding in a half-tube: (a) cylindrical contactor force with its displacement and (b) number of nodes in contact with the half-tube.
the surface description method, being higher in the traditional faceted description. In fact, only the coarse mesh defined with facets leads to a clearly higher number ( 5.4 iterations), in comparison with the other models that require about 5 iterations. Although the number of iterations is similar, the elapsed real time necessary to carry out the simulation is highly variable between models. This discrepancy is associated with two factors: the number of elements in the discretization of the rigid half-tube and the accuracy in its geometric description. Regardless of the surface description method applied, the elapsed time increases when using the fine mesh model due to the higher number of finite elements used in its description, as specified in Table 3. The smoothing method results always in a decrease of the required elapsed time, as a result of the improved accuracy. Note that the performance results for the coarse mesh cannot be directly compared with the others, since the predicted process conditions are completely different.

### 4.3. Automotive underbody cross member panel

The selected example consists in the sheet metal forming process of an automotive underbody cross member panel, which was proposed as benchmark at the Numisheet 2005 conference [66]. The large dimensions of the component and the complexity of tools geometry dictate the use of a very large number of finite elements in the description of the sheet in order to describe accurately the process and particularly the frictional contact conditions (assign contact status). The numerical simulation of the stamping process consists of three operations: (i) forming, (ii) trimming and (iii) springback. Nevertheless, only the first operation is performed in this study since the forming stage dictates the success of the next operations and it is largely affected by the contact surface description. The forming process involves three rigid tools and can be decomposed into two phases: blank-holder clamping until 1068 kN and consequent punch displacement until 100 mm , while maintaining the clamping force constant. The geometry of the tools includes physical drawbeads to control material flow, which highly increase its geometric complexity. The selected material for the sheet is a DP600 dual-phase steel with an initial thickness of 1.62 mm , as proposed by the benchmark committee [67].

Due to geometric and material symmetry conditions at $y=0$, only half model is considered in the simulation, as shown in Fig. 17. Regarding the material mechanical behavior, the isotropic work hardening is assumed to be described by the Swift law, while the orthotropic behavior is described by the Hill's 1948 yield criterion. The material parameters were obtained from the experimental data provided by the benchmark committee [67] and are presented in Table 4. The friction coefficient


Fig. 17. Half model with the tool surfaces described by: (a) faceted finite elements and (b) quadratic Nagata patches.

Table 4
Material properties of the dual-phase steel DP600.

| Elastic properties |  | $\underline{\text { Swift law } Y=K\left(\varepsilon_{0}+\bar{\varepsilon}^{p}\right)^{n}}$ |  |  | Hill'48 criteria |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E(\mathrm{GPa})$ | $v$ | $Y_{0}(\mathrm{MPa})$ | $K(\mathrm{MPa})$ | $n$ | $F$ | G | H | $L$ | M | $N$ |
| 206 | 0.3 | 393.0 | 1038.8 | 0.162 | 0.460 | 0.576 | 0.424 | 1.500 | 1.500 | 1.446 |



Fig. 18. Sections for the blank draw-in and thickness measurement and identification of point $A$.
between the sheet and the tools is taken from the benchmark instructions as $\mu=0.12$. The blank geometry (half model), is shown in Fig. 18 and can be defined by its width in $x$ direction of 620 mm and length in $y$ direction of 607 mm . It is discretized with 8 -node hexahedral solid finite elements, combined with SRI technique. The total number of solid elements is $180 \times 150 \times 2=54,000$, using 2 layers of elements through the thickness. Concerning the tools description, the information about the tools geometry was provided by the conference committee both in a Nastran mesh file and in an IGES format file. The available Nastran mesh is composed by a mixture of triangular and quadrilateral finite elements, as shown in Fig. 17(a). This discretization was generated to use directly in the numerical simulation without any type of additional surface smoothing procedure. On the other hand, the IGES file of each tool is used in this study to create the discretized tool surfaces, which are smoothed with quadratic Nagata patches and posteriorly applied in the numerical analysis. Fig. 17(b) presents the model of the forming tools described by Nagata patches. The principal features of each tool model are indicated in Table 5, comparing both the number of vertices and the number of finite elements/Nagata patches used to describe each forming tool. Note that the total number of finite elements is approximately three times higher in the Nastran mesh than the number of Nagata patches applied in the description of all tool surfaces, being the faceted tool model characterized by a mesh refinement in all curved surfaces. Since the smoothing method improves significantly the geometric accuracy of the discretized tool surfaces, the comparison is performed between a refined faceted tool mesh and a coarse smoothed tool mesh, both with similar level of geometric accuracy.

Although the proposed surface smoothing method allows applying simultaneously both triangular and quadrilateral patches, the last type of patches was selected to describe all tool surfaces. Indeed, the unstructured mesh topology was adopted to discretize the tool surfaces due to its easy and fast generation. This discretization was generated automatically using the personal pre-processor GiD [68], employing the chordal error option to assign the finite element size. The required parameter corresponds to the maximum relative chordal error (chordal error of an element divided by its characteristic size) in the whole model, which was taken as $7 \%$ to create at least two elements in the discretization of each quarter of circle arc (cf. Fig. 7 with a normalized arc length of 0.78 ). Additionally, the drawbeads geometry was described using a structured mesh in order to improve the accuracy attained in the subsequent smoothing stage. The drawbeads definition is a very important issue in the treatment of frictional contact problems due to the high contact forces involved and the large slip between the sheet and the tools. Typically the drawbeads geometry is approximately cylindrical, which allows the easy assessment of the geometric error introduced by the surfaces discretization procedure. In the present example, each quarter of the cylinder defining the drawbeads is described by 2 Nagata patches in the circumferential direction (see details in Fig. 17), leading to a maximum radial error (positive) inferior to $0.32 \%$, as shown in Fig. 7 for the circular geometry. On the other hand, the tool model defined using faceted finite elements contains 12 and 16 finite elements in the circumferential direction of each quarter of cylinder (see details in Fig. 17) that composes the drawbeads of the die and blank-holder, respectively. This surfaces discretization leads to a maximum radial error (negative) of approximately $0.2 \%$ and $0.12 \%$ in the description of the drawbeads geometry inserted in the die and blank-holder, respectively (cf. Fig. 7, linear interpolation with a normalize arc length of 0.13 and 0.098 ). Therefore, the drawbeads model composed by faceted finite elements is slightly

Table 5
Number of vertices and finite elements/Nagata patches used to describe each forming tool in both models.

| Tool | Faceted surfaces description |  | Smooth surfaces description |  |
| :--- | :--- | :--- | :--- | :--- |
|  | No vertices | No finite elements | No vertices | No Nagata patches |
| Punch | 23397 | 24644 | 9660 | 9483 |
| Blank-holder | 9769 | 9833 | 1947 | 1733 |
| Die | 32743 | 34854 | 11279 | 10993 |
| Total | 65909 | 69331 | 22886 | 22209 |

more accurate in terms of shape than the geometry defined by Nagata patches. However, the linear finite element discretization leads to sudden changes in the surface normal field among $5.5^{\circ}$ and $7.5^{\circ}$, whereas a continuous surface normal field is attained using Nagata patches in the surface description.

### 4.3.1. Results and discussion

The first phase of the forming process comprises the blank-holder clamping using a force of 1068 kN . In order to correctly position the punch to the next phase, the punch and blank-holder move together during this phase. Fig. 19(a) presents the blank-holder force evolution with its displacement for both the smooth and the faceted tool surfaces descriptions. Since the bending effects play a dominant role during the blank-holder closure, the blank-holder force evolution is nearly independent of the strategy adopted to describe the forming tools, as shown in the figure. Indeed, the sliding between the sheet and the tools is small during this phase, which yields similar tool force evolutions. Until approximately 23 mm of blank-holder displacement the contact between the sheet and the tool surfaces is established locally, being the effective clamping accomplished in the last 5 mm of displacement. The second phase of the forming process involves the displacement of the punch, keeping the holding force of the blank-holder constant. The punch force evolution obtained for both strategies adopted to describe the tool surfaces is presented in Fig. 19(b). The occurrence of sliding between the sheet and the drawbeads during the punch movement becomes important in this second phase. Nevertheless, negligible differences are observed in the punch force evolution, since the tool geometry accuracy is similar for both models. The exponential growth of the punch force observed at the end of the forming process is related with the closing of the sheet between the punch and the die. The only experimental data available is the maximum force attained by the die, being its value 6226 kN [69], which can be defined numerically as the sum of the punch and blank-holder forces. However, the maximum force reached is very sensitive to the total punch displacement, due to the high force gradient at the end of the process (see Fig. 19(b)). Therefore, this parameter is inadequate to verify the accuracy of the numerical results. The oscillations observed in the force evolution for both tool description strategies are due to numerical instabilities related to the ratio between the blank mesh element size and the curvature radius of the drawbeads, precluding the accurate definition of the frictional contact. Since the minimum radius in the tool geometry is about 4.5 mm , to avoid such problems the mesh size should be lower than 1 mm [11]. However, this small element size leads to impracticable computational times, being the mesh size used in this study about 3 mm to overcome this limitation. Fig. 20 presents the flow stress distribution on the cross member panel at the end of forming operation, as predicted by the model that uses faceted finite elements in the tool description (see Fig. 20(a)) and using the smooth tool surface description (see Fig. 20(b)). As a consequence of the material flow between


Fig. 19. Comparison of the tool force evolution between the faceted and smooth tool surface description methods: (a) blank-holder force and (b) punch force.


Fig. 20. Predicted flow stress distribution after forming operation using in the tool surface described by: (a) faceted finite elements and (b) smooth Nagata patches.


Fig. 21. Comparison between experimental and numerical blank draw-in amount at specific localizations after forming (identified in Fig. 18).
the drawbeads, the higher values of flow stress arise in the regions around them, highlighting the bending-unbending effect induced by the drawbeads in the sheet. Both tool description methods lead to a similar predicted flow stress distribution since the tool geometry accuracy is approximately the same in both models.

The two parameters selected in this study to evaluate the accuracy of the numerical results are the ones proposed in the benchmark specifications [66]. Fig. 21 presents the comparison between experimental and numerical draw-in amount at the six positions predefined in Fig. 18. Globally, the numerical prediction of the draw-in amount underestimates the experimental values, mainly in the left side of component (positions $\mathrm{d} 1, \mathrm{~d} 2$ and d 3 ). The maximum difference in the numerical simulation occurs at position d2, being its value around $20 \%$. In fact, the lower draw-in amount predicted is related with the artificial roughness introduced by the coarse mesh adopted for the sheet, which hampers the material flow through the drawbeads. Since the accuracy of the tool geometry is identical in both surface tool models, the draw-in amount predicted in the numerical simulation is also similar, being slightly higher for the faceted tool description due to the negative radial error in the drawbeads regions. In fact, the positive radial error observed in these regions for the smoothed surfaces corresponds to a slight decrease of the gap between the die and blank-holder and hence inhibits the material flow. The thickness distribution at the symmetry plane (Section I) after forming is presented in Fig. 22, were the numerical results are compared with the experimental one. The experimental tendency of the thickness distribution is well reproduced numerically, despite being underestimated in all points of the section. The strong relation between the draw-in and the thickness accuracy can be verified through the comparison of Figs. 21 and 22, being this positive correlation also referenced in [70]. The difference between numerical and experimental thickness distribution is globally inferior to $5 \%$, except in the fillet edge region located at an arc-length distance from point $A(x=7)$ around 33 mm (see Fig. 22), where the difference is roughly $7 \%$. Both numerical distributions obtained are identical for the same reasons previously mentioned.

The computational efficiency of the proposed surface smoothing method, when compared with the traditional faceted description method, is shown in Table 6 by means of both the elapsed real time and the necessary number of increments to carry out the simulation. The number of increments with its size reduced and the simulation run errors, caused by convergence problems during the iterative loop, was selected in this study to indicate the robustness of the tool surfaces


Fig. 22. Comparison between experimental and numerical thickness distribution at the symmetry plane (Sec. I in Fig. 18) after forming.

Table 6
Comparison of both performance and robustness between the smooth and faceted tool surface description methods, evaluated in each phase of the forming process.

| Tool model | Blank-holder clamping |  |  |  | Punch displacement |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Elapsed time (h) | No increments | Increment size reductions | Run errors | Elapsed time (h) | No increments | Increment size reductions | Run errors |
| Faceted tool surfaces | 12.6 | 368 | 32 | 0 | 134.2 | 1919 | 1120 | 3 |
| Smooth tool surfaces | 7.1 | 352 | 19 | 0 | 16.9 | 1106 | 120 | 1 |

description method. Indeed, the called NTrial strategy currently implemented in DD3IMP code allows overcoming must of the convergence problems by automatically reducing the increment size, when convergence is not attained within the allowed number of iterations. The results show that the number of increments required to complete the blank-holder clamping phase is slightly lower when the smooth surface description is adopted. Nevertheless the elapsed real time spent is reduced to almost half using smooth tool surfaces. Therefore the computational time consumed in each increment is lower, which can be related with the smaller number of patches used to describe the tool surfaces (cf. Table 5), becoming the global search procedure computationally less expensive. In fact, the surface mesh provided in Nastran format presents a high ratio between the finite element edges length $r_{\mathrm{m}}$, leading to the maximum values allowed for the number of vertices and number of grid divisions, expressed in Eqs. (21) and (22), respectively. No convergence problems arise in the simulation during this phase for neither tool description methods, since there is small sliding between the sheet and the tools. Concerning the drawing phase, the elapsed real time necessary to carry out this second phase is much lower when the smoothed surface description is applied, being reduced from about 134 to only 17 h . This is a consequence of the reduction in the number of increments required from 1919 to 1106 when the proposed surface smoothing method is adopted. The convergence problems observed in the faceted model are justified by the surface normal changes, which are drastically reduced with the smoothing method. Hence, the number of increments with its size reduced by the NTrial strategy is 1120 , when the faceted tool surface description method is applied, being this value reduced to only 120 increments when the surfaces are smoothed with Nagata patches, as presented in Table 6. Therefore, the computational time reduction observed with the adoption of the proposed smoothing method is related with two factors: lower number of required increments and global contact search procedure computationally less expensive. Moreover, during the punch displacement phase some run errors occur in the finite element simulation caused by convergence problems, which cannot be solved by simply changing the increment size. This is indicated by the hollow circle symbol in Fig. 19(b). Only one run error occurred with the presented smoothing method, while the faceted tool description presented three errors. These run errors require the user intervention in order to change the penalty parameter and resume the simulation.

## 5. Conclusions

A new smoothing method for discretized 3D contact surfaces has been developed and implemented in DD3IMP in-house finite element code. The proposed method adopts quadratic Nagata patches to interpolate the finite element surface mesh using only the position and normal vectors at the nodes, providing an accurate and smooth description of the contact surfaces. Since the Nagata patch interpolation possesses local support characteristic, the applicability of the presented smoothing method to mixed unstructured meshes is straightforward, ensuring the description of 3D contact surfaces of arbitrary
mesh topology. Despite the low order interpolation of the Nagata patches, the $G^{1}$ continuity in the mesh nodes and quasi- $G^{1}$ between patches is always satisfied in the resulting smoothed surfaces. Therefore, this surface description method leads to superior convergence rate in the non-linear finite element solution of frictional contact problems, mainly in numerical simulations involving large sliding between the bodies. Moreover, a new efficient contact search algorithm was developed to identify, for each slave node, the Nagata patch local coordinates of its counterpart contact point.

The numerical examples selected to illustrate the main features of the proposed contact surface smoothing method comprise two academic examples of frictional contact and the sheet metal forming of an automotive panel. The numerical results show significant improvements in terms of efficiency, robustness and accuracy when the smoothing method is adopted to solve contact problems, when compared with the traditional faceted finite element meshes. The improvement in the geometric description of the contact surfaces, particularly the surface normal vector field, eliminates the oscillations in the contact force, even when the contact surface is discretized with a relatively coarse mesh. Indeed, the numerical results are almost independent of the mesh used to discretize the rigid master surfaces, when the smoothing method is applied. The lower number of Nagata patches required to accurately describe the contact surfaces reduces the computational time consumed in the global contact search algorithm, when compared with the traditional faceted finite element meshes.

Regarding the studied industrial example, the computational time required to complete the simulation using the smoothing method is roughly 6 times less than the one obtained when adopting the traditional faceted surface description. This superior computationally efficiency is directly correlated with the higher robustness attained in the frictional contact treatment provided by the smoothing method. Indeed, the number of increments necessary to complete the drawing phase is reduced to almost half when smooth tool surfaces are used, since the increment size is automatically reduced, through the NTrial strategy, in order to overcome the convergence problems that arise when using faceted elements.
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